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 Abstract 

Disease Prediction using Machine Learning is the system that is used to predict the diseases from the 

symptoms which are given by the patients or any user. The system processes the symptoms provided 

by the user as input and gives the output as the probability of the disease. Naïve Bayes classifier is 

used in the prediction of the disease which is a supervised machine learning algorithm. The probability 

of the disease is calculated by the Naïve Bayes algorithm. With an increase in biomedical and 

healthcare data, accurate analysis of medical data benefits early disease detection and patient care. By 

using linear regression and decision tree we are predicting diseases like Diabetes, Malaria, Jaundice, 

Dengue, and Tuberculosis. 
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1.Introduction 

Machine Learning is the domain that uses past data for predicting. Machine Learning is the 

understanding of computer system under which the Machine Learning model learn from data and 

experience. The machine learning algorithm has two phases: 1) Training & 2) Testing. To predict the 

disease from a patient’s symptoms and from the history of the patient, machine learning technology is 

struggling from past decades. Healthcare issues can be solved efficiently by using Machine Learning 

Technology. We are applying complete machine learning concepts to keep the track of patient’s 

health. 

ML model allows us to build models to get quickly cleaned and processed data and deliver results 

faster. By using this system doctors will make good decisions related to patient diagnoses and 

according to that, good treatment will be given to the patient, which increases improvement in patient 

healthcare services. To introduce machine learning in the medical field, healthcare is the prime 

example. To improve the accuracy of large data, the existing work will be done on unstructured or 

textual data. For the prediction of diseases, the existing will be done on linear, Decision Tree algorithm. 

 

2. ALGORITHM TECHNIQUES 

 Decision Tree: 

A decision tree is a structure that can be used to divide up a large collection of records into successfully 

smaller sets of records by applying a sequence of simple decision tree. With each successive division, 

the members of the resulting sets become more and more similar to each other. A decision tree model 

consists of a set of rules for dividing a large heterogeneous population into smaller, more homogeneous 

(mutually exclusive) groups with respect to a particular target. 

Random Forest 

It will find user given symptoms to predict the diease using Random forest algorithms  The purpose of 

the activity is to find the user given symptoms to predict the disease using random forest. The dataset 
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will be stored in the excel sheet for analysis purpose and loaded to the random forest program for 

training and testing the model. 

 

Naive Bayes: 

Naive Bayes is an easy however amazingly powerful rule for prognosticative modeling. The 

independence assumption that allows decomposing joint likelihood into a product of marginal 

likelihoods is called as 'naive'. This simplified Bayesian classifier is called as naive Bayes.It will find 

user given symptoms to predict diease using naïvebayes  algorithm’s give accurate prediction.The 

purpose of the activity is to find the user given symptoms to predict diease using Naïve bayes 

Algorithm and predict to give accurate results.The datasets will be stored in the excel sheet for analysis 

purpose and loaded to the Naïve Bayes program. 

 

Train Data: 

 
Test Data 

 
 

RESULTS 

 Comparison of accuracy of algorithm.      

 Decision Tree 84.5% 

 Random Forest 98.95% 

 Naïve Bayes 89.4% 
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We found that the Support Vector Machine (SVM) algorithm is widely used  followed by the Naïve 

Bayes algorithm (in 24 studies). However, the Random Forest algorithm showed relatively high 

accuracy. in which it was used, RF showed the highest accuracy of 98.95%. This was followed by 

SVM which included 96% of the accuracy considered. 

 

CONCLUSION 

 The main aim of this disease prediction system is to predict the disease on the basis of the symptoms. 

This system takes the symptoms of the user from which he or she suffers as input and generates final 

output as a prediction of disease. Average prediction accuracy probability of 100% is obtained. Disease 

Predictor was successfully implemented using the grails framework. This system gives a user-friendly 

environment and easy to use. 

       As the system is based on the web application, the user can use this system from anywhere and at 

any time. In conclusion, for disease risk modeling, the accuracy of risk prediction depends on the 

diversity feature of the hospital data. 

      This systematic review aims to determine the performance, limitations, and future use of Software 

in health care. Findings may help inform future developers of Disease Predictability Software and 

promote personalized patient care. The program predicts Patient Diseases. Disease Prediction is done 

through User Symbols. In this System Decision tree, Unplanned Forest, the Naïve Bayes Algorithm 

is used to predict diseases. For the data format, the system uses the Machine Learning algorithm 

Process Data on Database Data namely, Random Forest, Decision Tree, Naive Bayes. System accuracy 

reaches 98.3%. machine learning skills are designed to successfully predict outbreaks. 
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